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Abstract

The objective was to determine whether advanced language modelling tech-
niques, particularly class-based N-gram language models and recurrent neural
network based language models, can be effectively used to prototype a lan-
guage model for German medical reports from radiology with small training
data size.

For this purpose, a corpus with training data sets of size varying between 1k
and 795k sentences was constructed. Then, word-based N-gram language
models, the above mentioned advanced language models and language mod-
els created from combining several of these individual techniques with linear
interpolation were trained on the different training data sets. Afterwards,
these language models were used to rescore 1000-best hypotheses lists cre-
ated with Kaldi using the state-of-the-art word based language model.

It was found that the combination of all three techniques, recurrent neural
network language models, class-based and word-based N-gram language
model, can achieve a relative word error rate improvement ranging between
8.23% and 15.30% for training data sets greater than 1k. Furthermore, it
was found that the improvement achieved by using the combined language
model is equal to the improvement achieved by doubling the training data
size for training data sets of size 10k and greater. The absolute word error
rates range from 28.91% to 7.31%.

The results demonstrate that advanced language modelling techniques in
combination can be effectively used to prototype a language model for Ger-
man medical reports from radiology using only small amounts of training
data. However, at least 10k sentences or 500 reports should be used before
applying advanced language modelling techniques is equally beneficial as
doubling the amounts of training data.

Keywords: Language Modelling, Automatic Medical Transcription, Small
Training Corpus
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Chapter 1

Statistical Language Modelling
for Speech Recognition

1.1 What is Automatic Speech
Recognition?

The task in Automatic Speech Recognition (ASR) is to transcribe a speech
signal into the sequence that has been spoken. The complexity of this
transcription task varies based on the particular application. Thus, Young
(2008) categorises the speech recognition task into command and control,
dictation, transcription of recorded speech and interactive spoken dialogues
tasks. Besides the task itself, the supported vocabulary size can be used to
categories the speech recognition task as small (up to 1k types), medium
(up to 10k types), large (up to 100k types) and very large (more than 100k
types) (Whittaker and Woodland 2001). In this research project focuses on
the dictation task mainly using medium sized vocabularies.

1.2 What is Statistical Language
Modelling?

In the late 1970s, Baker (1975) and Jelinek (1976) introduced a statistical
approach to ASR. It has been implemented successfully in the speech re-
cogniser DRAGON System (Baker 1975) and others since then. According

1



1. Statistical Language Modelling for Speech Recognition 2

to Jelinek (2009), the DRAGON System has outperformed its competit-
ors which were based on older approaches in a project whose goal was to
find well performing speech recognisers. The project was started by the
Advanced Research Projects Agency (ARPA) in 1971. In contrast to pre-
vious approaches, this approach models language with the help of statistics
rather than grammars which had been previously used to syntactically and
semantically describe language. As pointed out by Pereira (2000), linguists
criticised the statistical approach but its practical success in ASR made it
the current state-of-the-art.

As outlined in the previous section, the general task in speech recognition
is to find the word sequence spoken in a given utterance. In the statistical
approach, Jelinek (1976) formulates this problem as finding the most likely
spoken sentence ŵ given an acoustic signal A as described in Equation 1.1.

ŵ = arg max
w

Pr(w|A) (1.1)

However, it is practically impossible to train a model which produces the
most likely word sequence for every utterance because one cannot possibly
collect enough data to cover every possible audio signal. Therefore, Jelinek
(1976) uses Bayes’ theorem (Equation 1.2) to transform Equation 1.1 as
shown in Equation 1.3 and Equation 1.4. In Equation 1.5, Pr(A) can be
dropped because it is constant to a changing w.

Pr(X|Y ) =
Pr(Y |X)Pr(X)

Pr(Y )
(1.2)

ŵ = arg max
w

Pr(w|A) (1.3)

Bayes′theorem
= arg max

w

Pr(A|w)Pr(w)
Pr(A) (1.4)

= arg max
w

Pr(A|w)Pr(w) (1.5)

Equation 1.5 splits the Equation 1.1 to two parts: Pr(A|w) modelling the
probability of an audio signal for each possible sentence and Pr(w) rep-
resenting the a priori likelihood of each possible sentence. The first part is
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commonly called the acoustic model. The second part is called the language
model. Both can be trained from training data.

A statistical language model commonly models the likelihood of the next
word in a sequence (Bahl, Jelinek and Mercer 1983). Let wn

1 be an arbitrary
word sequence of length n and wi the i-th word in the sequence. Given the
current sequence wn−1

1 also called context or history, the likelihood of the
next word wn is Pr(wn|wn−1

1 ). Thus, the likelihood of a complete sequence
is modelled as described in Equation 1.6.

Pr(wn
1 ) = Pr(w1)Pr(w2|w1)Pr(w3|w2

1) · · ·Pr(wn|wn−1
1 )

=
n∏

i=1

Pr(wi|wi−1
1 )

(1.6)

1.3 Language Modelling and Speech
Recognition Software

There are several language modelling and speech recognition programs,
tools and packages available for personal and organisational usages. Some
popular language modelling and speech recognition toolkits are listed here.

Language Modelling:

• SRI Language Modeling Toolkit (SRILM)

• MIT Language Modeling toolkit (MITLM)

• Kyoto Language Modeling Toolkit (Kylm)

• RNNLM

Speech Recognition:

• Hidden Markov Model Toolkit (HTK)

• Kaldi

• pocketSphinx
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• RWTH Aachen Automatic Speech Recognition System (RASR)

• Sphinx-4

• SRI International’s Decipher

1.4 Motivation and Aim of the Study
An important practical problem of speech recognition is the training of well
performing language models. Most language models widely used in ASR
systems relies on large amounts of training data to reliably estimate the a
priori probability of a given sentence. However, large quantities of suitable
training data might not widely available in every domain. For example, the
medical reports are mostly not freely available due to privacy policies and
procedures.

In most real word applications, it is possible to record and store processed
data for training better models in the future. However, this approach re-
quires a reasonably well performing application to begin with. This research
project focuses on rapid prototyping a language model from limited amounts
of training data for the transcription of German medical reports particu-
larly from radiology. Such a prototyped language model can then be used
in the application to collect more data to train better models.

Thus, the research aim is to conduct an empirical analysis of language
modelling techniques applied to limited amounts of German medical re-
ports from radiology. The evaluation focuses on recurrent neural network
(RNN) based language models, word and class-based 3-gram language mod-
els as well combinations of the three different techniques due to the lack of
available language modelling toolkits supporting a larger variety of model-
ling approaches. The performance metric of interest is speech recognition
accuracy. Thus, the research question asked in this study is formulated as

”Can advanced language modelling techniques particularly RNN
and class-based language models and their combinations in-



1. Statistical Language Modelling for Speech Recognition 5

crease the speech recognition accuracy when trained on only
limited amounts of training data consisting of German med-
ical reports particularly from radiology when compared to the
standard word-based language model?” .

1.5 Structure of the Document
This chapter gives a brief introduction of ASR and statistical language
modelling, existing software and the aim of this study. Chapter 2 provides
the literature review of the current state of statistical language modelling,
flaws in the commonly used N-gram language model as well as proposed
solutions to these issues. Chapter 3 describes the used research methodology
and gives a brief overview of the data necessary to carry out this research
project. Chapter 4 provides the background information to the performance
metrics and language modelling techniques used in this study. In chapter
5, data collection decisions, data generation, the conducted experiments as
well as the methods for analysing the results are presented. Chapter 6 and
7 present and discuss the produced results. The final chapter contains the
conclusions which summarise the project work and findings. It also suggests
some future work that can be useful to extend this study.



Chapter 2

Literature Review

2.1 Flaws of N-gram Models
N-gram language models cannot exactly compute the a priori probability
of an arbitrary word sequence. They use only a very limited amount of of
context to approximate the true a priori probabilities as explained in sec-
tion 4.2 in more detail. Jelinek (1991) shows that humans can outperform
N-gram language models when faced with the same task but also acknow-
ledges that N-gram models perform reasonably well to be commonly used
in ASR systems. In this section, the main flaws of N-gram language models
are reviewed.

2.1.1 Choosing Appropriate Training Data

Research on language model adaptation techniques has shown that the per-
formance of a language model depends on the topic of the discourse called
domain (Kobayashi et al. 1998; Oku et al. 2013; Schlippe et al. 2013). Their
finding relevant to this research is that the better the language model mod-
els the a priori probabilities of the task domain the better it performs.
When the domain is large, with possible subtopics but training data is not
sparse, such as in broadcast new, it can be beneficial to use language model
adaptation techniques (Kobayashi et al. 1998; Oku et al. 2013; Schlippe
et al. 2013). In this research, we focus on medical transcriptions particu-
larly from radiology. This domain contains many domain-specific technical
terms which do not occur in most textual data. Thus, a language model

6
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representing the distribution of this domain should be trained on data from
this domain, called in-domain data.

2.1.2 Expanding the Vocabulary

However, the information a language model can provide is also limited by
the training data. Imagine a user wants to add his name or address to be
recognised. An initial idea could be to add the new words to the dictionary
which contains the word and its pronunciation and is used as a mapping
between the acoustic model and the language model. Although the word
could now be formed from the phoneme sequences given by the acoustic
model, the language model contains no information about it because it has
not been seen during training. It would be necessary to add the probability
of the word and the probability of all N-grams it can occur in to the language
model. This could be possible for synonyms where one can approximate the
probability of the new word by one contained in the training data but not
for an arbitrary word.

2.1.3 Limited Use of Context

As mentioned above, N-gram models limit the used context to the most re-
cent N − 1 words to model the likelihood of the next word. N-gram models
are most commonly used with N = 2 (bigram model) or N = 3 (trigram
model). Lau, R. Rosenfeld and Roukos (1993) point out that N-gram mod-
els cannot adapt to the style of a document due to their limited use of
context and fail to model relationships seen in larger context. For example,
one could argue that once the words Golden Gate Bridge have occurred in a
conversation the probability of the word sequence San Francisco is higher.
However, N-gram models can only model relationships of N consecutive
words. Therefore, even in the sentence ”The Golden Gate Bridge is in San
Francisco.” where the two sequences are close together, there is no trigram
containing even only a part of both of them. Although this could be easily
resolved by increasing the value of N , this would lead to another problem,
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as described in the following.

2.1.4 Data Sparsity

The higher the value of N , the higher the amount of possible N-grams that
could be created out of the training vocabulary. Let |V | be the size of the
vocabulary and N the N-gram order, then there are

|V | ∗ |V | ∗ · · · ∗ |V |︸ ︷︷ ︸
N times

= |V |N (2.1)

different N-grams that could be formed which is problematic for larger N.

Although most of these N-grams are grammatically incorrect or semantic-
ally useless and are therefore unlikely to occur, research on the Wall Street
Journal Corpus (Ronald Rosenfeld 2005) has shown that 21% of the tri-
grams in the test data have been unseen in 38M tokens of training data
when the vocabulary is limited to the most frequent 5k types and 32%
when limited to the most frequent 20k types. In addition to these unseen
N-grams, there are N-grams which occur only very rarely in the training
data and therefore cannot provide a reliable estimation of their probab-
ility. In Natural Language Processing (NLP) this problem of not being
able to model language due to unseen or underrepresented events in the
training data is called data sparsity, data sparseness or data paucity (Ben
Allison, David Guthrie and Louise Guthrie 2006). D. Guthrie, B. Allison
et al. (2006) and D. Guthrie, L. Guthrie and Wilks (2009) identified data
sparsity as the main problem for further advances in NLP and pinpoint
the origin of data sparsity in the assumption ”[...] that language is a sys-
tem of rare events, so varied and complex, that we can never model all
possibilities.” (D. Guthrie, B. Allison et al. 2006).

2.2 Solutions
So what can be done to solve the above mentioned flaws in standard N-gram
models? Across various research studies in the field, two major approaches
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can be identified. One the one hand, researchers suggest to gather more
data. On the other hand, more advanced language modelling techniques
have been developed.

2.2.1 Increase the Corpus Size

Research on N-gram coverage with increasing corpus size has shown that
even with a 1.48B token corpus the 3-grams seen during training do not
cover 100% of 3-grams in the test data (Ben Allison, David Guthrie and
Louise Guthrie 2006). However, results obtained by Ben Allison, David
Guthrie and Louise Guthrie (2006) also show that the coverage for 3-grams
increases almost linearly when the corpus size is increased from 160k tokens
(6% coverage) to 1.46B tokens (72% coverage). However, it seems unlikely
that the increase stays linear for larger training corpora because that would
mean that more than 100% coverage is achievable. For 2-grams the coverage
starts at 33% at a training corpus size of 160k words but the increase in
coverage slows down after 26M tokens (84% coverage) to cover 95% of the
2-grams in the test data with a training corpus size of 1.48B. A similar
trend can be observed for 1-grams (160k : 86%, 1M : 96% , 1.48B : 99%).
These findings suggest that the coverage for 3-grams can be increased with
more data but that no full coverage can be achieved.

Combined with the findings of Ronald Rosenfeld (1995) that better N-gram
coverage correlates with better speech recognition accuracy, the approach
to collect more data is very promising to improve language modelling and
solving the data sparsity problem.

However, another key finding of Ronald Rosenfeld (1995) is that increasing
the size of the vocabulary past a certain point decreases the speech recogni-
tion accuracy due to added acoustic confusability. The given explanation is
that while a bigger vocabulary allows for more N-grams and thus a bigger
N-gram coverage, a larger vocabulary also means that the acoustic compon-
ent of the speech recogniser has a more difficult task to distinguish between
the individual words in the vocabulary and therefore introduces additional
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errors.

Furthermore, training large scale language models on billions of tokens poses
computational problems during training as well as during decoding time.
This is due to the size of the training data which has to be processed
and the size of the resulting language model. Brants, Popat et al. (2007)
implemented a distributed approach using the MapReduce programming
model (Dean and Ghemawat 2008). In addition, they propose a simple and
easily computable smoothing technique to deal with unseen N-grams which
further reduces the training time. With the suggested implementation,
Brants, Popat et al. (2007) managed to train a language model on 1.8T
tokens in 1 day using 1500 machines in parallel. In comparison, training
a model on 237M tokens took 20min using 100 machines with the same
approach. The sizes of the resulting language models are 2GB for the 237M
tokens model and 1.8TB for the 1.8T tokens model. Brants, Popat et al.
(2007) had to also modify the decoder architecture to use a distributed
approach to use such large models directly during decoding.

Besides the issue of training and using such large models, the problem of
where to get all the required training data from remains. Kilgarriff and
Grefenstette (2003) were one of the first to suggest that the World Wide
Web can be used as a corpus. Since then, different techniques to efficiently
crawl the web have been developed (Baroni and Ueyama 2006; de Groc 2011;
Suchomel and Pomikálek 2012). Furthermore, many text corpora have been
built from the web such as the English Gigaword (Graff and Cieri 2003),
Google’s Web 1T 5-gram (Brants and Franz 2006) or the WaCky corpora
(Baroni, Bernardini et al. 2009). However, as de Groc (2011) notes, while
crawling the web for text corpora it is important to evaluate the quality of
the web. Research studies on the quality of corpora by crawling the web
identified that not only the used crawling technique but also post-processing
and quality control are essential to create a high quality corpus (Biemann
et al. 2013; Schäfer, Barbaresi and Bildhauer 2013; Versley and Panchenko
2012).
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Although the web provides large amounts of textual data, it is import-
ant to choose training data closely matching the target domain as outlined
in subsection 2.1.1. Various research studies have shown that adaptation
techniques are useful in the case where a domain contains several heterogen-
ous subdomains such as newspaper articles (Lau, R. Rosenfeld and Roukos
1993; Schlippe et al. 2013). Research suggests that intelligent selection of
training data does also work for homogenous domains without several dis-
tinct subdomains but requires a substantial amount of in-domain data for
making the selection (Moore and Lewis 2010).

However, all of the above mentioned techniques are based on the premise
that data relevant to the task domain is available. This might be true for
popular domains such as newswire text or blog posts but what if the web
does not provide enough data?

2.2.2 Train Advanced Language Models

N-grams are not perfect at modelling language as has been pointed out in
section 2.1. A study by Jelinek (1991) shows that a human can outperform
N-gram based language models when challenged with the task to predict
the next word in a sequence. However, the study also shows that N-gram
language models perform reasonably well and are not that easily outper-
formed. Despite that, advanced language modelling techniques have been
developed which commonly address one of the flaws outlined in section 2.1.
They can be categorised as either an extension to the standard word-based
N-gram language model or as completely new technique.

The class-based N-gram model approach (Brown et al. 1992) belongs to the
first category. It suggests to group words into classes based on the frequency
of their co-occurrence with other words and train a N-gram model over the
classes instead of the words. With this approach, one hopes to reduce the
data sparsity problem because less N-grams can be generated from a smaller
class-based vocabulary (Equation 2.1). However, they could only show a
reduced size of the resulting language model but not better performance.
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Additional research improved on the automatic clustering technique (Bahl,
Jelinek and Mercer 1983) and confirmed that class-based N-gram models
do not perform better than N-gram models (S. Martin, Liermann and Ney
1998). However, a key finding of S. Martin, Liermann and Ney (1998)
was that class-based N-gram models when interpolated with word-based
N-gram models can outperform the standard word-based N-gram language
model Furthermore, they found that the clustering technique optimised for
a bigram class model outperforms the clustering technique optimised for a
trigram class model when used to train a trigram class-based model from
a a small corpus of 1M tokens. Ward and Issar (1996) point out that the
above mentioned class-based N-gram models have limitations when faced
with linguistically motivated classes such as book titles or times. They argue
that classes should not contain single words but but should be able to model
word sequences. Their proposed solution to let classes model finite-state
networks instead of single words is linguistically well motivated but does
not answer the question no how to come up with such classes automatically.
In their experiment, they utilised database of a Library Information System
to generate the classes but the approach would not be possible if the finite-
state networks are not given by an external source.

Another alternation of the N-gram language model is the distance-k skip
N-gram language model proposed by D. Guthrie, B. Allison et al. (2006)
and Siu and Ostendorf (2000). The propose approach allows for a total
of k words to be skipped in the context while still producing N-grams to
combat the data sparsity problem. This allows for more N-grams to be
generated from the same word sequence. Although it might seem that most
of these N-grams might not be particularly useful, D. Guthrie, B. Allison
et al. (2006) show that distance-k skip N-gram models can have a similar
positive effect on N-gram coverage like increasing the size of the training
corpus. When applied to Gigaword corpus (Graff and Cieri 2003) distance-4
skip 3-grams trained on 50M words achieve the same coverage on the test
data as a standard 3-gram model trained on 4 times more data (D. Guthrie,
B. Allison et al. 2006). However, this experiment was carried out on the
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domain of newswire text which as mentioned above has several subdomains.
Moreover, they only report N-gram coverage but not the performance in a
speech recognition task.

A similar approach is a distance-d bigram model (Brun, Langlois and Smaïli
2007; Huang et al. 1993; Simons, Ney and S. C. Martin 1997) which incor-
porates long distance information to solve the flaw of limited use of context
in N-gram language models. The proposed approach models the probab-
ility of the next word in a sequence based on the word d positions before
it. Research shows that a distance-d bigram model when interpolated with
a standard N-gram model can slightly increase the recognition accuracy
(Brun, Langlois and Smaïli 2007; Simons, Ney and S. C. Martin 1997).
However, Huang et al. (1993) show that the performance decreases when
distance d is increased. However, this research also indicates that the his-
tory does contain valuable information but that it needs to be selected
carefully. Zhou and Lua (1998) proposes such a selection based on the
correlation of the word pairs so that well associated pairs remain in the
model. The premise for this approach is that as soon as the first word in
the pair occurs in the context, the probability of the second word increases.
Such a word pair is called a trigger pair. This approach, called distance-
dependent trigger model, shows also an improvement in performance when
interpolated with a standard N-gram model. The approach is similar to
distance-independent trigger models introduced by Lau, R. Rosenfeld and
Roukos (1993) and Zhou and Lua (1998) which according to Su, Jelinek
and Khudanpur (2007) have gained more popularity since better training
algorithms for the proposed architecture (Wu and Khudanpur 2000) have
been developed.

The cache-component suggested by Kuhn and Mori (1990) which is comple-
mentarily used with a N-gram language model models only the special case
of trigger pair in which both words are the same. Essentially, the premise
is that when a word has been used in the recent past it is more likely to be
used again than the overall frequency in the language or a N-gram model
would suggest. Kuhn and Mori (1990) show that these so called self-triggers



2. Literature Review 14

can drastically increase the language model performance on a corpus con-
taining different domains but also question the efficiency of the approach
when trained on a homogenous domain.

A completely different language modelling technique is the random forest
language model (Xu and Jelinek 2004). It uses a decision tree to randomly
cluster the history to provide a better use of the available context. This
decision trees do not perform well on unseen data when applied individually.
Thus, a combination of many decision trees, called a forest, is used. The
approach allows for a larger use of history than N-gram language models.
Research has shown that such random forest language models can reduce
the number of unseen events in test data when compared to the standard
N-gram language model (Xu and Jelinek 2004). Xu and Jelinek (2004)
report a similar increase in performance as above mentioned techniques
but without interpolating with a N-gram model. However, Su, Jelinek and
Khudanpur (2007) points out that random forest language models have
practical problems due to space complexity when trained on larger corpora.

Another language model architecture using feedforward neural networks
(FFNNs) has been introduced by Bengio et al. (2003), Schwenk (2007) and
Schwenk and Gauvain (2003). FFNNs try to solve the data sparsity problem
by representing words in a continuous space instead of the discrete space N-
gram models use. The benefit of this approach is that an unseen sequence of
words gets assigned a higher probability if it is made out of words that are
closer to other words in the continuous space which form an already seen
word sequence (Bengio et al. 2003). Therefore, they can take advantage of a
longer context without being confronted with the data sparsity problem as
fast as the N-gram models. It has been shown that FFNN based language
models can slightly outperform standard N-gram language models (Schwenk
2007) and that they are well suited for small amounts of training data
(Schwenk and Gauvain 2003). Although the approach allows for a larger
context to be used than with N-gram models, the amount of history used
is still limited to a fixed size.
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Mikolov (2012) proposes a RNN based language model which removes the
constraint of a fixed sized context. RNN based language models can use an
unlimited amount of history by carrying the hidden layer of the network
forward to the current time step. Furthermore, Mikolov (2012) suggests
computational optimisations such reducing the dimensionality of the input
to the network by clustering words into classes to speed up the training
process. The study shows that RNN based language models outperform
the standard N-gram language models as well as the FFNN based language
model even when using such optimisations.

Most of the above mentioned techniques are evaluated individually and are
compared against a N-gram model baseline. However, some of the models
try to solve the same flaw in N-gram models by providing very similar kind
of new information such as longer context. This has also been pointed out
by J. T. Goodman (2001) who suggest to jointly study language modelling
techniques. This proposal is backed up by the fact that a fair amount of
the techniques discussed above can only show improvement over standard
N-grams when interpolated with them. In addition, J. T. Goodman (2001)
shows that a combination of more than two language modelling techniques
improves the performance even more. However, the study did not include
the only recently introduced techniques such as RNN based language models
(Mikolov 2012). Another important finding of J. T. Goodman (2001) is
that the improvement provided by some techniques tend to decrease as the
amounts of training data increases. This finding suggest that it is important
to take the size of the training corpus into account when evaluating language
modelling techniques jointly.

2.3 Varying Training Corpus Size
Research on the performance scaling of acoustic models with increasing
amounts of audio data has shown that there seems to be a linear relationship
between the performance and the logarithm of the training data size in
hours. It would be worthwhile to investigate whether there is a similar
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relationship between training data size and the performance of combinations
of different language modelling techniques. Although considerable research
has been devoted to develop advanced language models and to study N-
gram coverage for different training data size, rather less attention has been
paid to how combinations of these techniques scale with training data.

2.4 Summary
Nowadays, statistic language models are a key component of ASR systems.
The widely used N-gram language models only provide a suboptimal estim-
ation of the necessary a priori probability of an arbitrary sentence and suffer
mainly from limited use of history and data sparsity. Research has shown
to follow two different ways of improving the performance of the language
model component either by increasing the amounts of training data or by
developing more advanced models.

The purpose of this research project is to answer how combinations of vari-
ous language modelling techniques perform with varying amounts of train-
ing data size. The research focuses on techniques which require no manual
supervision as well as on very small training corpus sizes to simulate do-
mains in which data is not widely available and gathering more data is no
immediate option.



Chapter 3

Research Methodology

The research methodology is important for carrying out a successful study.
Choosing an appropriate approach, methods of data collection and meth-
ods of data analysis is essential for creating reliable and valid results. This
decisions depend on the type of research question(s) to be answered by the
study but are also influenced by the research area and the chosen philo-
sophical approach.

The approach can either be deductive or inductive (Hyde 2000). According
to Hyde (2000), the starting point in a deductive approach is a general
theory from which hypotheses are deduced. These hypotheses are then
tested using the gathered data. Finally, conclusions about the truth of
the initial theory can be drawn from the outcome of the hypotheses tests.
In contrast to a deductive approach which focuses on theory testing, an
inductive approach aims at generating new theories. The starting points in
an inductive approach are the observations. They are analysed for specific
patterns which are generalised into hypotheses. These hypotheses are then
used to formulate a new theory.

This research uses a deductive approach because the theory of statistical
language modelling is well established. The research question of this study
outlined in section 1.4 is motivated by the findings of existing researches
as described in chapter 1 and chapter 2. Therefore, a deductive approach
is the logical choice because the starting point is a theory which is to be
proven by hypotheses testing.

17
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The methods for data collection and data analysis can be qualitative, quant-
itative or in certain cases a mix of both (Creswell 2013, pp. 11–12). Al-
though qualitative research is commonly associated with an inductive ap-
proach and quantitative research with a deductive approach, there are no
set rules that forbid other combinations.

Quantitative research methods are based around proving hypotheses using
mathematical and statistical means (Creswell 2013). Quantitative research
is usually interested in whether two variables correlate. The variable sus-
pected to be the cause, called the independent variable, is modified by the
researcher and the effect, called dependent variable, is observed. For ex-
ample, a typical hypothesis in a quantitative research could be ”The older
a human being is, the bigger it is.”. In this example, the age is the inde-
pendent variable and the height is the dependent variable. In a quantitative
research, it is important to choose samples randomly, make use of a con-
trol group whenever possible, design the research in a repeatable way and
change only one independent variable at a time to produce valid and reliable
results.

One advantages of quantitative researches methods is that they filter out
external factors and therefore produce unbiased results. Furthermore, the
answers after the statistically analysis are either yes or no. However, clear
answers do not exist in every research area. Thus, quantitative research
methods are not practical in those fields. Finally, it is important to keep in
mind that correlation between two variables does not imply causation.

Qualitative researches seek to explore phenomena. In contrast to quantit-
ative researches, they try to describe and explain relationships and experi-
ences instead of quantifying them exactly (Kaplan and Maxwell 2005, pp.
30–31). The research questions in qualitative research are commonly more
open-ended and cannot be answered by a clear yes or no.

Advantages of qualitative research methods are that they can give ideas
about relationships, individual experiences or group norms. This is espe-
cially useful in complex research areas such as studying human behaviour.
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Furthermore, qualitative research can be more flexible because the methods
do not need to be as highly structured as quantitative methods to produce
valid and reliable data. However, qualitative data cannot be analysed in
the same way as quantitative data. Therefore, the answers qualitative re-
searches give are only trends. Finally, qualitative researches are often not
exactly repeatable due to the flexible nature of the research methods.

This work uses quantitative research methods because one of its objectives
is to quantify the effect of different language modelling techniques on the
chosen performance metric. The performance metric will be the depend-
ent variable in the analysis. The independent variables will be varied and
tested one by one. The type of applied research design is experimental.
This means that the data are generated in clearly structured experiments
(Creswell 2013, p. 13). The analysis of the results is focused on formulating
and testing null hypotheses. The validity and reliability of the analysis is
ensured by using statistical significance testing and clear structuring of the
experiments.

In the following, a brief overview of the data which needs to be collected, the
data of the experiments which are analysed and the method of analysing this
output data is given. A more detailed explanation of the data collection,
experiments and analysis of results can be found in chapter 5.

Data collection

Dictionary

• Used to train the acoustic model which is used in the speech
recogniser

• Must be in the same language (German) as in-domain data
• Used to train grapheme to phoneme model which is used to

produce dictionary for the in-domain data
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Transcribed audio data

• Used to train the acoustic model which is used in the speech
recogniser

• Must be in the same language (German) and of same audio
conditions (office setting) as in-domain data

In-domain data

• Used to create training sets as well as a development and an
evaluation set

Audio recordings of development and evaluation set

• Speech recognition is performed on this audio data to meas-
ure the performance of evaluated language modelling tech-
niques

• Audio conditions must match the audio condition of the data
used to train the acoustic model

Experimental data to analyse

N-best hypotheses of development set

• Used to tune the weights between acoustic model and lan-
guage model in the speech recogniser

• Used to evaluate best possible results achievable by rescoring

Rescored n-best hypotheses of development set

• Used to optimise the weights for the combination of language
modelling techniques

Rescored n-best hypotheses of evaluation set

• Used to verify that the results of the development set did
not happen due to overfitting
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Data analysis

Hypotheses

• Hypotheses on the predicted outcomes are formulated as
null-hypotheses for each experiment

• Are formulated before the experiments are run

• The level of statistical significance to reject the null-
hypotheses is chosen

Statistical significance testing

• Appropriate tests of statistical significance are used to test
the formulated hypotheses



Chapter 4

Statistical Language Modelling

4.1 Evaluation
Besides training and using a language model, it is very important to be
able to measure its performance. The only way to improve on existing
language models is to compare new models against existing once regarding
a metric. This evaluation of the performance of different language models
is commonly done by using either perplexity or word error rate (WER) as
metric. Both metrics have advantages as well as drawbacks which will be
concisely covered in the following sections.

4.1.1 Perplexity

Jelinek et al. (1977) introduced perplexity as a measure of speech recogni-
tion difficulty. Let (wn)n∈N be the nth word in a sequence, T = {w1w2 . . . wL}
a test of length L and M a language model providing the probability
PrM(wi|Ci) of the next word wi given a context Ci. Perplexity is then
defined as described in Equation 4.1.

PPT (M) =

(
L∏
i=1

PrM(wi|Ci)

)− 1
L

(4.1)

Perplexity is related to the cross entropy H(T,M) between the test set
T and the language model M . Since the distribution which created the
test set is unknown, only a Monte Carlo estimate of the true cross en-
tropy can be computed (Equation 4.2). When the transpositions outlined

22
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in Equation 4.3 are applied to Equation 4.1 this relation becomes clearer.
If the cross entropy between some a test set T and a language model M
is H(T,M) = 7, this means the language model encodes every word in the
test set with on average 7 bits, then the perplexity on the same test set and
language model is PPT (M) = 27 = 128.

H(T,M) = − 1

L

L∑
i=1

log2 PrM(wi|Ci) (4.2)

PPT (M) =

(
L∏
i=1

PrM(wi|Ci)

)− 1
L

= L

√
1∏L

i=1 PrM(wi|Ci)

= 2−
1
L

∑L
i=1 log2 PrM (wi|Ci)

(4.3)

As mentioned above, perplexity has been introduced as metric for speech
recognition difficulty. Equation 4.1 shows that perplexity depends on the
used language model and can therefore be used to compare different models.
The language model which results in the lowest value for speech recognition
difficulty can be seen as the best model. Due to the relationship to cross
entropy, this the model which results in the lowest perplexity value is the
model which compresses the data best and is in some sense the model closet
to the real model which generated the data. Although, Chen, Beeferman
and Ronald Rosenfeld (1998) and J. T. Goodman (2001) show that per-
plexity mostly correlates good with speech recognition performance, Iyer,
Ostendorf and Meteer (1997) and S. C. Martin, Liermann and Ney (1997)
show that this is not always true. Chen, Beeferman and Ronald Rosenfeld
(1998) add that the good correlation between perplexity and the perform-
ance of an ASR system is mostly true for N-gram models but sometimes
fails for more advanced models for example models which use longer context
information such as cache based models.
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Researchers tend to report improvements in relative perplexity reduction.
However, as shown in Table 4.1, the same relative perplexity reduction
translates in different cross entropy reductions. Therefore, it is not correct
to report on relative perplexity reduction. It would be more appropriate to
report absolute values for perplexity or in case relative improvements shall
be reported cross entropy should be used.

PP PP after Relative PP Entropy Entropy after Relative entropy
reduction reduction [bits] reduction reduction

2 1.4 30% 1 0.49 51%
20 14 30% 4.32 3.81 11.8%
100 70 30% 6.64 6.13 7.7%
200 140 30% 7.64 7.13 6.7%
500 350 30% 8.97 8.45 5.8%
2000 1400 30% 10.97 10.45 4.7%

Table 4.1: Constant 30% perplexity reduction translates to variable entropy
reduction. Taken from Mikolov (2012, p.14).

Advantages of perplexity:

• Simple to evaluate (Does not require speech recognition system)

• Mostly good correlation between perplexity and ASR system per-
formance (for N-gram models)

Drawbacks of perplexity:

• Not always good correlation between perplexity and ASR system
performance (for more advanced models)

• Does not account for interaction with other ASR system com-
ponents (Acoustic model, Dictionary)

• Relative perplexity improvement not comparable

In this research project, perplexity is used to quickly measure the perform-
ance of the trained language models and to find best interpolation weights
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for combinations of language modelling techniques. However, we do not
rely on perplexity to report the actual results of the speech recognition
accuracy.

4.1.2 Word Error Rate

The WER is the metric used to measure the application performance of
a speech recogniser. It compares the output of the speech recogniser, the
hypothesis, with the word sequence which has been spoken, the reference.

Let dL be the Levensthein distance (Levenshtein 1966)) (Equation 4.4)
where S is number of substitutions, D deletions and I insertions applied to
the hypothesis hyp to edit it into the reference ref.

dL( hyp, ref ) = min(S +D + I) (4.4)

Let Nref be the length of the reference. The WER( hyp, ref ) between the
hypothesis and the reference is then defined as

WER( hyp, ref ) = dL( hyp, ref )
Nref

. (4.5)

WER directly measures the quality of the speech recogniser as whole. It
measures the performance of all of the used components (acoustic model,
dictionary and language model) and allows to measure the interaction of dif-
ferent language models with the other components when only the language
model is changed. However, the WER is strongly influence by frequently
occurring words which are often function words and often to not contribute
much information to speech understanding. Furthermore, it also counts
the substitution with a word of similar meaning like a substitution with a
word of different meanings. A modified version of the WER, NIST WER
tolerates substitutions between words with the same meaning. The task
of the speech recogniser is to transform the spoken speech to text and not
understanding the meaning. Thus, the WER is the most common metric
to measure the accuracy of a speech recogniser. However, it is important
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to compare different language modelling techniques on the same task with
the same ASR system configuration when using WER as metric.

Advantages of WER:

• Is the final metric to be optimised for ASR systems

• Easy to compute when hypotheses and matching references are
available

Drawbacks of WER:

• WER results tend to be noisy e.g. audio conditions play a role

• Speech recognition system is needed

• Frequent, uninformative words are over-emphasised

• Substitution with word of similar meaning produces error

In this research, WER is used to report the performances of the different
language modelling techniques because it reflects the metric used to optim-
ise the ASR system.

4.2 N-gram Models
As mentioned in section 2.1, N-gram model limits the length of the context
used to estimate the probability of the next word in a word sequence. They
limit the context to the most recent N − 1 words which is equivalent to the
approximation in Equation 4.6 (Bahl, Jelinek and Mercer 1983).

Pr(wn
1 ) =

n∏
i=1

Pr(wi|wi−1
1 ) ≈

n∏
i=1

Pr(wi|wi−1
i−N+1) (4.6)

The probabilities of the individual N-grams are trained using the counts
of their occurrence. The likelihood of a word wi in the context wi−1

i−N+1 is



4. Statistical Language Modelling 27

computed as

Pr(wi|wi−1
i−N+1) =

Pr(wi
i−N+1)

Pr(wi−1
i−N+1)

=
c(wi

i−N+1)

c(wi−1
i−N+1)

(4.7)

where c(s) denotes the number of times the string s occurred.

Smoothing is used to assure to assign non-zero probabilities to N-grams not
present in the training data. This is achieved by redistributing a certain
amount of probability mass from seen to unseen events.

A simple smoothing technique is plus-one smoothing. It assumes that every
N-gram occurs once more than it actually did in the training data (Jeffreys
1948; Lidstone 1920). This assures that no N-gram probability is zero but
assigns the same probability to every unseen N-gram. Applying plus-one
smoothing to Equation 4.7 would result in

Pr+1(wi|wi−1
i−N+1) =

c(wi
i−N+1) + 1

c(wi−1
i−N+1) + |V |

(4.8)

where |V | is the number of words in the vocabulary.

There are many different smoothing techniques such as additive smoothing
(Jeffreys 1948; Johnson 1932; Lidstone 1920), Jelinek-Mercer Smoothing
(Jelinek 1980), Katz Smoothing (Katz 1987) or absolute discounting (Ney
and Essen 1991; Ney, Essen and Kneser 1994). However, the smooth-
ing techniques that have shown to produce the best results are Kneser-
Ney smoothing (Kneser and Ney 1995) shown by J. T. Goodman (2001)
and a modified version of Kneser-Ney smoothing proposed by and shown
to outperform Kneser-Ney smoothing by Chen and J. Goodman (1999).
Therefore, Kneser-Ney (KN) smoothing and modified Kneser-Ney (mKN)
smoothing are used within this study.

Kneser and Ney (1995) observed that most smoothing techniques can be
formulated as backing-off models of the form

Pr(w|h) =

α(w|h) if c(h w) > 0

γ(h)β(w|ĥ) otherwise
(4.9)
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where h denotes the history, ĥ denotes a less specific history. For example,
for a N-gram model ĥ would be the history of the N ′-model with N ′ =

N − 1. α is some reliable estimation of the probability of seen events and
γ(h)β(w|ĥ) is the estimation for the remaining unseen events according to
a less specific distribution β and a normalisation factor γ to ensure that
Pr(w|h) sums to 1.

Kneser-Ney smoothing for N-gram models is then defined as

PrKN(wi|wi−1
i−N+1) =


max(c(wi

i−N+1)−D,0)

c(wi−1
i−N+1)

if c(wi
i−N+1) > 0

γ(wi−1
i−N+1)PrKN(wi|wi−1

i−N+2) otherwise
(4.10)

with 0 ≤ D ≤ 1 and

PrKN(wi|wi−1
i−N+2) =

C1+(·wi
i−N+2)∑

wi
C1+(·wi

i−N+2)
(4.11)

where C1+(·wi
i−N+2) denotes the number of unique words preceding the

word sequence wi
i−N+2. In this approach, an absolute value D is subtracted

from all seen N-grams and redistributed to the unseen N-grams. This is
identical to absolute discounting (Ney and Essen 1991; Ney, Essen and
Kneser 1994). The novelty of this approach is to actually change the less
specific distribution β as shown in Equation 4.11 which would normally be
β(w|ĥ) = Pr(w|ĥ) for a regular backing-off model. If ĥ = wi−1

i−N+2, then
this would be a regular backing-off N-gram model.

The modification Chen and J. Goodman (1999) proposed is to not only use
a single absolute discount value D but to use three values D1 D2 and D3+

for N-grams that respectively occur once, twice or more than three times.

4.3 Class Based Models
Class based N-gram models use N-grams of word classes instead of N-grams
of words to estimate the probability Pr(w|h) of the next word w following
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a given history h. For that reason, a class mapping

G : w → G(w)

which maps each word into a class G(w) is required.

Given such a class mapping G, several different class based N-gram mod-
els can be constructed to compute Pr(wi|wi−1

i−n+1) (Whittaker 2000), for
example as follows:

Pr(wi|G(wi))Pr(G(wi)|G(wi−N+1) . . . G(wi−1)) (4.12)
Pr(wi|G(wi))Pr(G(wi)|wi−1

i−N+1) (4.13)
Pr(wi|G(wi−N+1) . . . G(wi−1)). (4.14)

In this study, we focus on class based N-gram model described by Equa-
tion 4.12 introduced by Brown et al. (1992). The 1-gram component of this
class based N-gram model are estimated as

Pr(w|G(w)) =
c(w)

c(G)
(4.15)

where c(G) is the number of words in the training data for which the class
is G. Let Gi be the class of the ith word in a word sequence and

Gj
i = GiGi+1 . . . Gj with i < j

The N-gram component Pr(Gi|Gi−1
i−N+1) is then estimated analog to the

word based N-gram model as

Pr(Gi|Gi−1
i−N+1) =

Pr(Gi
i−N+1)

Pr(Gi−1
i−N+1)

=
c(Gi

i−N+1)

c(Gi−1
i−N+1)

. (4.16)

Thus, Pr(wi|wi−1
i−n+1) can be estimated as

Pr(wi|wi−1
i−n+1) = Pr(wi|G(wi))Pr(Gi|Gi−1

i−N+1)

=
c(wi)

c(Gi)
∗
c(Gi

i−N+1)

c(Gi−1
i−N+1)

.
(4.17)

In this research project, we use the O(|V | ∗ |G|2) algorithm described by
Brown et al. (1992) where |V | is the number of words in the vocabulary
and |G| the number of desired classes.
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Algorithm to produce the class mapping:

Initialisation:

• Order the words in the vocabulary by there frequency start-
ing with the most frequent word

• Assign the first |G| words each to an own class

Step 1:

• Assign the (|G|+ 1)st most probable word to a new class
• Merge the class pair of the resulting |G| + 1 classes which

results in the least loss of average mutual information

Step N:

• Assign the (|G|+N)st most probable word to a new class
• Merge the class pair of the resulting |G| + 1 classes which

results in the least loss of average mutual information

Termination:

• After |V |− |G| steps, each word is assigned to one of the |G|
classes

For information on the computation of the average mutual information
remaining after merging two classes see Brown et al. (1992).

4.4 Recurrent Neural Network Based
Models

RNN based models introduced by Mikolov et al. (2010) use a completely
different architecture than N-gram models. The architecture is shown in
Figure 4.1. The input into the network consists of the vectors w(t) and
s(t − 1). w(t) represents the current word wt as |V | dimensional vector
with all components set to zero except the one representing the word wt

in the vocabulary V of size |V | which is set to 1. s(t − 1) is the output
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of the hidden layer from the previous time step. The output layer y(t) is
of the same size as w(t) but yi contains Pr(wt+1|wts(t − 1)) : wt+1 = vi

where vi denotes the word of the vocabulary V that corresponds to the ith

component in the encoding.

Figure 4.1: Simple recurrent neural network. Taken from Mikolov (2012,
p.29)

U and W are weight matrices between the input and the hidden layer and
V is a weight matrix between the hidden layer and the output layer. The
output values of the hidden layer s and the output layer y are then computed
as

s(t) = f(Uw(t) +Ws(t− 1)) (4.18)
y(t) = g(V s(t)) (4.19)

with
f(z) =

1

1 + e−z
, g(zi) =

ezi∑
k e

zk
(4.20)

where f(z) and g(z) are sigmoid and softmax activation functions. The
purpose of g(z) is to ensure that all outputs are greater than zero and sum
to 1 as expected from a valid probability distribution.
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Backpropagation algorithm to train RNN:

Initialisation:

• Initialise weight matrices U , V and W to small random num-
bers

• Set time counter t = 0, initialize state of the neurons in the
hidden layer s(t) to 1

Step N:

• Set time counter t = N
• Load the current word wt in the input layer w(t)

• Load the output of the hidden layer of the previous step
s(t− 1) to the input layer

• Compute s(t) and y(t) as described in Equation 4.18 and
Equation 4.19

• Compute gradient of error e(t) in the output layer
• Propagate error back through the neural network and update

U , V and W

Termination:

• The RNN based language model is trained after all training
samples t = 1 . . . t have been visited.

The function which is aimed to maximise is the likelihood of the training
data and the gradient eo(t) of the error e(t) in the output layer is computed
as follows:

eo(t) = d(t)− y(t) (4.21)

where d(t) is the word wt+1 that should have been predicted using the same
encoding as w(t).

Let α be the learning rate and β the regularisation parameter used to keep
the weights small which is preferred (Mikolov 2012). Then V gets updated
as described in Equation 4.22.

V (t+ 1) = V (t) + s(t)eo(t)
Tα− V (t)β. (4.22)
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Then, the gradient eo of the error on the output layer is propagated back
to the hidden layer as

eh(t) = dh(eo(t)
TV, t) (4.23)

dhj(x, t) = xsj(t)(1− sj(t)) (4.24)

where dh() is applied element-wise. The above propagated gradient eh of
the error on the hidden layer is then used to update U and W as follows:

U(t+ 1) = U(t) + w(t)eh(t)
Tα− U(t)β (4.25)

W (t+ 1) = W (t) + s(t− 1)eh(t)
Tα−W (t)β (4.26)

The backpropagation algorithm described above trains the network to pre-
dict the next word given the previous word and the previous output of the
hidden layer but does store no information in the hidden layer that is use-
ful in the future. With a modification to the algorithm, the network can
learn what information to store in the hidden layer. The algorithm is then
called backpropagation through time algorithm. The idea is to unfold the
recurrent neural network for N time steps which can be then seen as deep
feedforward network with N hidden layers as depicted in Figure 4.2.

Errors eh(t) from the hidden layer s(t) are then recursively propagated to
the hidden layer s(t − 1) from the previous time step as shown in Equa-
tion 4.27.

eh(t− r − 1) = dh(eh(t− r)TW, t− r − 1) (4.27)

The weigth matrices U and W are then updated as

U(t+ 1) = U(t) +
T∑

z=0

w(t− z)eh(t− z)Tα− U(t)β (4.28)

W (t+ 1) = W (t) +
T∑

z=0

s(t− z − 1)eh(t− z)Tα−W (t)β (4.29)

where T is the number of time steps fpr which the network is unfolded in
time.



4. Statistical Language Modelling 34

Figure 4.2: Recurrent neural network unfolded as a deep feedforward net-
work, here for 3 time steps back in time. Taken from Mikolov (2012, p.36)

4.5 Combination of Language Modelling
Techniques

There are several approaches to combine different language models such
as linear interpolation, log-linear interpolation (Klakow 1998), backing-off,
maximum entropy models (Berger, V. J. D. Pietra and S. A. D. Pietra 1996;
Ronald Rosenfeld 2005). In this research study, linear interpolation is used
due to the ease if estimating the necessary parameters.
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4.5.1 Linear Language Model Interpolation

Linear interpolation can be used to combine arbitrary many probability
distributions given by language models. Linear interpolation of M language
models can be performed as

Pr(wi|H) =
M∑
j=1

λjPrMj
(wi|H) (4.30)

where
∑M

j=1 λj = 1. The weights can be easily determined by optimising
the perplexity on a held-out data set. For two models M1 and M2, the
equation looks like:

Pr(wi|H) = λPrM1(wi|H) + (1− λ)PrM2(wi|H) (4.31)

The combined model is guaranteed to have no higher perplexity than any
of its components on the held-out data the weights are optimised on. This
is because the interpolation factor λ can be zero for individual components.

However, it is difficult to use such an interpolated model directly in the
decoder of the speech recogniser because they are usually designed to load
a single language model at a time and commonly handle only N-gram based
language models. This problem can be partially resolved by the technique
described in the next section.

4.5.2 N-best List Rescoring

Stolcke, Konig and Weintraub (1997) have shown that the 1st-best hypo-
thesis produced is not always optimal with regard to the accuracy metric
WER. Thus, a more specialised language model can be used to rescore the
N-best list of hypotheses produced by the speech recogniser to achieve a
higher recognition accuracy. The benefit of rescoring N-best lists is that
the speech recogniser itself must not support the used language modelling
technique. However, rescoring only reorder or recombine hypotheses but
not create new hypotheses.
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In this research project, N-best list rescoring is used to measure the per-
formance of the evaluated language modelling techniques. This is done
by keeping computing a N − best list of hypotheses using a simple lan-
guage model Mweak and storing the factor of the probability produced by
the acoustic model Pr(A|hyp), as outlined in section 1.2, for each of the
N hypotheses. This factor is then combined with the a priori probability
of the respective hypotheses PrM(hyp) given by the language model M

used to rescore the N-best list. The new best hypothesis ˆhyp can then be
determined as

ˆhyp = arg max
hyp

Pr(A|hyp)PrM(hyp). (4.32)



Chapter 5

Experiments

In this chapter, the data collection, data generation, the conducted experi-
ments to evaluate the performance of word-based N-gram language models,
class-based N-gram language models, recurrent neural network language
models and combination of these models as well as the methods for analys-
ing the results are presented.

5.1 Assumptions and Hypothesis
The following hypothesis and assumptions are deducted based on the re-
search studies discussed in chapter 2 and chapter 4.

Assumption

1. A language model which performs better in rescoring N-best
hypotheses list also performs better when directly used in the
speech recogniser.

Hypotheses

1. Rescoring 1000-best hypotheses lists can improve WER.

2. Rescoring a 1000-best hypotheses list with the language model
used to create the it does not improve WER.

3. MKN smoothing outperforms KN smoothing on word-based 3-
gram language models used to rescore 1000-best hypotheses lists.

37
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4. RNN based language models, as well as linear combinations of
class and word based models, RNN and word-based models, and
RNN, class and word-based models improve the 1-best result
produced by the speech recogniser when rescoring 1000-best lists.

5. Word based 3-gram language models are outperformed by RNN
based language models, as well as linear combinations of class
and word-based models, RNN and word-based models, and RNN,
class and word-based models when rescoring 1000-best lists.

5.2 Medical Reports Dataset
As described in chapter 3, data needs to be collected to test the above
stated hypotheses.

To train the dictionary and the acoustic model, the Verbmobil 1 corpus1

has been selected. The Verbmobil project, funded by the German Ministry
of Science and Technology (BMBF), was carried out from 1993 to 2000
(Wahlster 2000). The Verbmobil corpus contains dialog speech in three
languages (English, Japanese, German) in the appointment scheduling task.
Statistics of the training part of the German Verbmobil 1 portion of the
whole Verbmobil corpus which is used in this research study is shown in
Table 5.1.

Set Sentence Tokens Types Audio [h]
training 12,590 285,168 6,452 30.5

Table 5.1: Verbmobil 1 corpus used for acoustic model training

The audio conditions of the Verbmobil 1 corpus are as recorded in a quiet
office environment. This audio conditions are similar to the audio condi-
tions a medical report is recorded in. The included 30.5h of transcribed
speech should be sufficient to train a reasonable well performing acoustic

1Available from:http://www.phonetik.uni-muenchen.de/Bas/BasVM1eng.html

http://www.phonetik.uni-muenchen.de/Bas/BasVM1eng.html


5. Experiments 39

model such that the speech recognition accuracy is mostly influenced by
the trained language model (Pellegrini and Lamel 2008).

As mentioned in chapter 1, the task domain are German medical reports
particularly from radiology. The in Dresden, Germany based company
Linguwerk GmbH provided about 43,000 medical reports to support this
research project. The preprocessing steps performed to use the reports for
language modelling have been described in previous works (Lange 2014a,b).
The resulting corpus has been divided into a training, development and
evaluation portion. The training portion which is further split into sets of
different size is used to train the language models. The development set is
used to optimise weights and the evaluation set is used to verify that the
results produced on the development set did not occur due to overfitting.
Statistics of the created development and evaluation set as well as statistics
of the training sets with varying size are shown in Table 5.2 and Table 5.3.

Set Sentence Tokens Types Audio1 [h]
dev 500 4,337 1,274 1.65
eval 500 4,411 1,284 1.75

Table 5.2: Development and evaluation set created from medical reports

Audio recordings of the development and evaluation set are necessary to
produce the N-best hypotheses lists with the speech recogniser. Thus, both
sets were recorded by 2 male speakers in their early-twenties resulting in
a total of 1000 utterances for each set. The audio was recorded as 16kHz,
16bit mono channel audio with the microphone of a Logitech G230 headset
in a quiet office room to match the properties of the audio data used to
train the acoustic model.

5.3 Experimental Setup
The Kaldi Speech Recognition Toolkit (Povey et al. 2011) is used to train
the acoustic model. In previous performed comparison of freely available

1Total audio data in hours produced by both speakers
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OOV tokens OOV tokens
Sentence Tokens Types Singletons (dev set) (eval set)

n % n %
1k 8,468 1,872 1,147 622 14.34 641 14.53
2k 16,869 2,854 1,639 432 9.96 453 10.27
10k 83,504 6,572 3,198 187 4.34 171 3.88
20k 167,833 9,279 4,342 128 2.95 108 2.45
50k 421,235 14,173 6,450 73 1.68 64 1.45
100k 848,297 19,330 8,474 53 1.22 43 0.97
200k 1,677,484 26,153 11,382 33 0.76 27 0.61
500k 4,200,089 38,893 16,604 23 0.53 18 0.41
795k 6,677,442 47,249 19,912 14 0.32 12 0.27

Table 5.3: Training sets of different size created from medical reports

open source speech recognisers (Gaida et al. 2014), Kaldi has shown to
outperform the other compared recognition toolkits and provides the most
advanced techniques.

The produced acoustic model is a p-norm deep neural network model (Zhang
et al. 2014) with 4 hidden layers, a dimensionality of the input/output
layer of 2400/300 and was trained in 12 epochs. The used features are
Mel Frequency Cepstral Coefficients (MFCC) with 13 cepstra spliced over
4 frames in each direction. Furthermore, a Linear Discriminant Analysis
(LDA) transform, a Maximum Likelihood Linear Transform (MLLT) and
Feature Space Maximum Likelihood Linear Regression (fMLLR) are applied
to the features which results in a 40-dimensional feature vector. Addition-
ally, an iVector is supplied to the network containing the properties of the
speaker. The iVector is estimated on the full utterance and can be carried
forward to the next utterance of the same speaker. The in Kaldi included
decoder for the above described acoustic model is used to produce the N-
best hypotheses lists.

The SRILM Toolkit (S. C. Martin, Liermann and Ney 1997) is used to
generate the word-based N-gram language models, the class mapping for
the class-based N-gram language models and the combinations of non-RNN
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based language models. Furthermore, it is also used to rescore the N-best
hypotheses lists.

The Kylm Toolkit is used to train class-based 3-gram language models given
the class mapping produced with the SRILM Toolkit. SRILM only supports
training of

The RNNLM Toolkit is used to train the RNN based language models and
combinations including a RNN language model.

The data-driven grapheme-to-phoneme converter Sequitur G2P (Bisani and
Ney 2008) developed at the RWTH Aachen University was used to create
the required dictionary from the vocabulary of the medical reports. The
Sequitur G2P model was trained on the dictionary included in the Verb-
mobil 1 corpus.

5.4 Experimental Design
The language models shown in Table 5.4 are created for each of the training
sets shown in Table 5.3.

Name Description
mKN Word based 3-gram model with mKN smoothing
KN Word based 3-gram model with KN smoothing
cX Class based 3-gram model with X classes

RNN RNN based model

Table 5.4: Trained language model types

Class-based models are trained with 100, 200, . . . , 1500 classes as well as
2000 classes for the two largest training sets (500k and 795k). The RNN
models are all trained with a hidden layer dimension of 100 and are unfolded
into 4 time steps representing a deep neural network with 4 hidden layers.
The output layer is factorised into 100 classes based on word occurrence
frequencies to speed up the training process.
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In an initial experiment, the mKN model is used to create N-best hypotheses
lists with the default ratio between acoustic and language model influence of
1 : 10. This ratio is then optimised for each of the various training sizes on
the development data. N is chosen to be 1, 10, 50, 100, 200, 500 and 1000.
In the following experiments 1000-best hypotheses lists produced with the
optimised ratio between acoustic and language model are rescored. The
WER of the 1-best hypothesis lists produced with the mKN model as well
as the rescoring result of the best word based model are used as baseline.

In the second experiment, the perplexity with respect to the development
set of the models included in hypotheses 3 - 5 is computed for quick eval-
uation and finding the optimal weights for the models created using linear
interpolation.

To test the first hypothesis that rescoring 1000-best lists can improve the
baseline WER, the WER of an oracle which always knows which hypothesis
results in the least number of errors is computed. Afterwards, the rescoring
of the 1000-best lists of the development set is performed to produce the
data necessary to test hypotheses 2-5. In a last experiment, 1000-best
lists of the evaluation set are rescored with models produced from the 50k
training set to ensure that the results seen in the development data are not
due to overfitting. To ensure statistical significance, null and alternative
hypotheses will be formulated and tested for a significance level of α = 0.05.



Chapter 6

Results

6.1 Increase Training Set Size
In Figure 6.1, the WER of the 1-best hypotheses list produced with the
default acoustic-scale parameter of 0.1 is shown. It can be seen that the
WER rapidly decreases when the training set size is increased from 1k to
100k. Afterwards, only a slight decrease in WER can be observed when the
training set sized is further increased up to 795k.
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Figure 6.1: 1-best list WER with default acoustic-scale of 0.1

The WER results produced by optimising the acoustic-scale parameter over
the ranges from 0.01 to 0.1 are presented in Figure 6.2. The graphs for all
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training sets have the same parabolic shape with a WER minimum at either
0.04 or 0.05. These values correspond to a ratio between the acoustic-cost
and the language model cost used by the decoder to determine the best
hypothesis of 1:25 or 1:20 respectively. The graphs indicate that the optimal
value would be somewhere between 0.04 and 0.05 but closer to 0.04 because
the distance between the 0.04 and 0.05 WER value is minimal when 0.05 is
the optimal configuration.
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Figure 6.2: 1-best list WER with varying acoustic-scale
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The results of the default and the optimised acoustic-scale parameter are
shown together with the absolute WER reduction of the optimisation in
Figure 6.3. It can be seen that the absolute WER reduction is almost
constant at around 8.5% for the training sets 10k and greater. The acoustic-
scale optimisation does only produce higher WER improvements of 14.5%
and 11.5% for the 1k and 2k training set.
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Figure 6.3: 1-best list WER for default and tuned acoustic-scale parameter

The above presented results indicate that the optimisation of the ratio is
caused by the acoustic model and not the language model. If the language
model would cause the improvement, it would be expected that better lan-
guage models result in a lower acoustic-scale parameter because that would
emphasis the language model. Although, the language models trained on
larger training sets produce lower WER, they show the have the same
acoustic-scale parameter like the models trained from smaller training sets.



6. Results 46

6.2 Perplexity Experiments
The results of the perplexity experiments are presented in this section.

6.2.1 Word-Based Models

Table 6.1 shows the perplexity values on the development set for both word-
based models with mKN and KN smoothing. The perplexity of the KN
smoothed model is always lower than the perplexity of the mKN model.
This results indicate that the KN smoothing performs better on the data
used in this research project. Based on this results, the word-based KN
model is as comparison in further experiments and for linear interpolation
with other language modelling techniques.

Model 1k 2k 10k 20k 50k 100k 200k 500k 795k
mKN 22.6188 21.8303 16.9974 15.0796 13.4678 12.0966 11.295 10.164 9.6876
KN 18.6077 18.4153 15.1031 13.6647 12.623 11.2691 10.5773 9.67501 9.30097

Table 6.1: Perplexity values of the mKN and KN smoothed word-based
models on the development set

6.2.2 Class-Based Models

The perplexity results for the class-based language models are presented in
Table 6.2. All class models produce higher perplexity than the correspond-
ing KN smoothed word-based model. Furthermore, the perplexity decreases
when the number of classes is increased. This is expected behaviour since
a class model with as many classes as there are words in the vocabulary is
identical to a word-based language model.

6.2.3 RNN Based Models

In Table 6.3, showing the perplexity results for the RNN based models, it
can be seen that the RNN based models produce higher perplexity values
for the small training data sets up to 20k than the KN smoothed word-
based model and lower values for the larger training sets. The large value
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Model 1k 2k 10k 20k 50k 100k 200k 500k 795k
KN 18.6077 18.4153 15.1031 13.6647 12.623 11.2691 10.5773 9.67501 9.30097
c100 32.2804 36.3968 37.5779 37.3486 37.8989 37.5908 37.6216 39.6971 40.1869
c200 26.3249 27.5918 27.3364 26.6431 26.1406 25.7131 25.0159 26.2893 26.2259
c300 23.3949 24.548 23.6336 22.7584 22.0149 21.249 20.8278 21.3769 21.3206
c400 22.526 23.3107 21.7592 20.5967 19.4605 18.7646 18.2582 18.6076 18.4223
c500 21.2219 22.422 20.1764 19.069 17.9714 17.1152 16.7037 16.9434 16.8607
c600 20.354 21.6302 19.3313 17.8915 17.2236 16.2324 15.406 15.6937 15.3786
c700 20.0813 21.0521 18.5625 17.4858 16.3816 15.3973 14.686 15.0433 14.7458
c800 19.6405 20.4764 18.1338 16.8323 16.0046 14.8008 14.1089 14.096 14.0315
c900 19.3597 19.9683 17.707 16.378 15.6561 14.1876 13.556 13.651 13.4471
c1000 19.1705 19.7615 17.2254 16.1019 14.9941 13.6986 13.2763 13.3367 13.0649
c1100 18.993 19.3952 17.072 15.8281 14.7576 13.5408 13.1128 12.978 12.7544
c1200 18.8859 19.2902 16.9035 15.4951 14.5689 13.3501 12.8605 12.6838 12.6002
c1300 18.6033 18.983 16.7217 15.4314 14.3624 13.092 12.4829 12.498 12.2921
c1400 18.5636 18.899 16.5364 15.2683 14.1455 12.9988 12.3725 12.1934 12.0385
c1500 18.445 18.742 16.3225 15 13.977 12.8058 12.2996 12.0071 11.8142
c2000 18.6077 — — — — — — 11.3857 11.2427

Table 6.2: Perplexity values of the class-based language models on the
development set

for the 795k training set is most likely an anomaly caused by not tuning
the parameters of the RNN model. As mentioned in section 5.4, all RNN
models have been trained with the same parameterisation which seems to
be not optimal. perplexity values for the RNN based language models
are shown in Table 6.3 The results indicate that the RNN based language
models perform better with more training data.

Model 1k 2k 10k 20k 50k 100k 200k 500k 795k
KN 18.6077 18.4153 15.1031 13.6647 12.623 11.2691 10.5773 9.67501 9.30097

RNN 19.92673 20.151181 15.992711 14.318321 12.571755 10.936137 10.076213 9.311189 27.131566

Table 6.3: Perplexity values of the RNN based language models on the
development set

6.2.4 Combination of Language Models Performance

The results produced by the linear combination of the class-based models
with the KN smoothed word-based model are shown in Table 6.4. The
interpolation factor for the best combination applied to the class model is
presented in Table 6.5. It can be seen that the linear combination of almost
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all class models with the KN smoothed word-based model can outperform
the word-based component.

Model 1k 2k 10k 20k 50k 100k 200k 500k 795k
KN 18.6077 18.4153 15.1031 13.6647 12.623 11.2691 10.5773 9.67501 9.30097

c100+KN 18.1267 18.0067 14.9028 13.5825 12.5197 11.2707 10.5992 9.74009 9.36577
c200+KN 18.381 17.9677 14.8354 13.4896 12.4287 11.2019 10.5465 9.70432 9.35045
c300+KN 18.348 17.9724 14.8362 13.471 12.4028 11.159 10.4922 9.65735 9.29735
c400+KN 18.4487 18.1472 14.8431 13.4235 12.304 11.1247 10.4571 9.62341 9.2646
c500+KN 18.4361 18.1807 14.8034 13.4258 12.2604 11.0733 10.4518 9.60344 9.26191
c600+KN 18.4052 18.1887 14.857 13.3526 12.3554 11.0909 10.4195 9.60438 9.22672
c700+KN 18.4133 18.2323 14.8421 13.4266 12.2662 11.0797 10.3967 9.61704 9.26088
c800+KN 18.3856 18.2151 14.9081 13.3981 12.3188 11.0627 10.4075 9.58273 9.24106
c900+KN 18.3361 18.1831 14.8868 13.4077 12.3735 11.0183 10.3692 9.58818 9.20789
c1000+KN 18.3574 18.2555 14.8419 13.4558 12.3054 10.996 10.3598 9.59766 9.23446
c1100+KN 18.3493 18.2168 14.893 13.4342 12.3356 11.0473 10.4011 9.59361 9.22609
c1200+KN 18.3055 18.2512 14.9222 13.4048 12.3644 11.0317 10.4291 9.59929 9.24026
c1300+KN 18.244 18.1785 14.9463 13.4556 12.3453 11.0177 10.361 9.59718 9.22357
c1400+KN 18.2867 18.1759 14.9305 13.4522 12.3024 11.024 10.3867 9.57185 9.22858
c1500+KN 18.2832 18.1695 14.9177 13.42 12.319 11.0191 10.4087 9.57737 9.2425
c2000+KN — — — — — — — 9.56727 9.21011

Table 6.4: Perplexity values of the combination of class- and word-based
models on the development set

However, the interpolation factors show that the class-based model makes
up for only a small part in the resulting combination. The interpolation
factors of related to two largest training data sets indicate that the chosen
number of classes has not been optimal for these training sets. A larger
number of classes would most likely be better for the 500k and 795k training
set due to a larger vocabulary. The general trend that can be observed is
that with increasing training set size, and thus increasing vocabulary size,
higher number of classes perform better.

1k 2k 10k 20k 50k 100k 200k 500k 795k
Interpolation factors 0.1 0.1 0.1 0.15 0.15 0.15 0.15 0.1 0.05

Table 6.5: Interpolation factors of the class-based model

The perplexity values of the linear combinations including a RNN based
model are presented in Table 6.6. Table 6.7 shows the related interpolation
factors applied to the RNN component in the models. When compared
with Table 6.4, it can be observed that the combinations including a RNN
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based model always outperform the individual components. Furthermore,
the linear interpolation of the RNN based model with the best interpolation
between class and word-based model produce the lowest perplexity values.

Model 1k 2k 10k 20k 50k 100k 200k 500k 795k
KN 18.6077 18.4153 15.1031 13.6647 12.623 11.2691 10.5773 9.67501 9.30097

RNN 19.92673 20.151181 15.992711 14.318321 12.571755 10.936137 10.076213 9.311189 27.131566
RNN+KN 17.877535 17.603723 14.169108 12.727786 11.415832 10.129256 9.37072 8.683796 9.196912

RNN+(cX+KN) 17.674399 17.420681 14.033653 12.550955 11.262467 10.018137 9.299469 8.668858 9.132881

Table 6.6: Perplexity values of the combinations including a RNN based
model on the development set

The in comparison to the other very low interpolation factor for the 795k
training set reflects the weak performance of the RNN component for this
training set discussed above. The fact that the linear combination of the
RNN based model with the word-based model of the 795k model still out-
performs the best linear combination of class and word-based model is most
likely because the evaluated number of classes for are not large enough for
the 795k training set as explained above.

Model 1k 2k 10k 20k 50k 100k 200k 500k 795k
RNN+KN 0.4 0.4 0.45 0.5 0.55 0.6 0.65 0.6 0.1

RNN+(cX+KN) 0.35 0.35 0.45 0.45 0.55 0.55 0.6 0.6 0.05

Table 6.7: Interpolation factors of the RNN based model

Although it seems that the class and RNN based models have not been
optimally tuned for the largest training set, it will still be included in the
results of further experiments for completeness.

6.3 N-Best List Rescoring
In this section, the results of the N-best hypotheses list rescoring experi-
ments are presented.
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6.3.1 Oracle Word Error Rate

The oracle WER with varying size of the N-best hypotheses list for the
different training sets is shown in Figure 6.4.
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Figure 6.4: Oracle WER with varying N

In Figure 6.4, showing the oracle WER over the size of the N-best hypo-
theses list for the different training sets, it can be observed that the oracle
WER decreases in the same way for all training sets with increasing N. The
oracle WER improvement produced when increasing N decreases for larger
N. This results show that it is theoretically possible to improve the baseline
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by rescoring N-best hypotheses lists. Furthermore, the suggest that the
benefit of rescoring very large N-best hypotheses lists is negligible.
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Figure 6.5: Relative WER improvement of the oracle over the baseline with
varying N

The theoretically possible relative WER improvement over the baseline is
shown in Figure 6.5. While the related absolute WER improvements of
the oracle range from 10% to 5% for the 1k to the 795k model on 1000-
best hypotheses lists, the relative improvement shows the exact opposite
relationship. The relative improvement is larger for larger training sets.
This is most likely because the N-best hypotheses list of the larger training
sets have been produced with a better performing language model.
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6.3.2 Development Experiments

The absolute WER improvement achieved when rescoring 1000-best hypo-
theses lists with the evaluated language modelling techniques is shown in
Figure 6.6.

1k 2k 10k 20k 50k 100k 200k 500k 795k

mKN 0.23% 0.65% 0.37% 0.35% 0.47% 0.39% 0.27% 0.28% 0.47%

KN 0.59% 1.08% 0.86% 0.85% 0.69% 0.58% 0.54% 0.48% 0.55%

cX_best+KN 0.69% 1.29% 0.97% 1.01% 1.19% 0.80% 0.71% 0.65% 0.56%

RNN 0.23% 1.06% 0.77% 0.44% 0.39% 0.90% 0.59% 0.65% -3.34%

RNN+KN 0.77% 1.73% 1.20% 1.01% 1.13% 1.27% 1.00% 0.80% 0.67%

RNN+cX_best+KN 0.86% 1.96% 1.34% 1.29% 1.33% 1.49% 1.16% 1.00% 0.66%

0.00%

0.50%

1.00%

1.50%

2.00%

2.50%

A
b
so

lu
te

 W
E

R
 i

m
p

ro
v
e

m
e

n
t

mKN KN cX_best+KN RNN RNN+KN RNN+cX_best+KN

Figure 6.6: Absolute WER improvement over the 1-best hypotheses list

In section 5.4, it was assumed that rescoring a N-best hypotheses list with
the model it was created with does not change the WER. However, it can
be observed that even rescoring with the mKN smoothed word-based model
yields a small improvement over the baseline. The fact that Kaldi does not
only use the language model probabilities but a combination of it with pro-
nunciation and word transition probabilities to compute the best hypothesis
is most likely the reason for this improvement.

As in the perplexity experiments, the KN smoothed word-based models out-
perform the mKN smoothed models for all training data sizes.Likewise, the
RNN based models show a very similar trend as indicated by the perplexity
values. The only difference to the perplexity values is that the RNN mod-
els start to become better for training set sizes greater than 100k instead
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of 50k. Furthermore, the combinations also follow the indications of the
perplexity. The best linear combination of class-based and KN smoothed
word-based model always outperforms the word-based component. Linear
combinations containing a RNN component give better absolute WER im-
provements than all other techniques with the combination of RNN, class
and word-based model performing best.

1k 2k 10k 20k 50k 100k 200k 500k 795k

mKN 0.80% 2.71% 2.43% 2.56% 4.19% 4.03% 3.06% 3.52% 6.47%

KN 2.03% 4.55% 5.70% 6.31% 6.13% 5.93% 6.25% 6.16% 7.57%

cX_best+KN 2.39% 5.42% 6.38% 7.50% 10.52% 8.19% 8.24% 8.21% 7.73%

RNN 0.80% 4.45% 5.09% 3.24% 3.47% 9.25% 6.78% 8.21% -45.74%

RNN+KN 2.67% 7.26% 7.90% 7.50% 10.01% 13.05% 11.57% 10.12% 9.15%

RNN+cX_best+KN 2.99% 8.23% 8.81% 9.55% 11.75% 15.30% 13.43% 12.76% 8.99%
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Figure 6.7: Relative WER improvement over the 1-best hypotheses list

Figure 6.7 shows the relative WER improvement of the evaluated lan-
guage models. It can be observed that the relative improvement of the
KN smoothed word-based model and its linear combination with a class
model seems to stay constant after the training set size has been increased
past 10k and 20k respectively. However, the relative improvement of the
RNN language model seems to increase with increasing training data size.
The results indicate that the relative WER improvement achieved by linear
combinations including a RNN component peaks at a training size of 100k.
This finding suggests that rescoring with a linear combination of a RNN,
class and word-based language model is most effective at a training set size
of 100k.
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6.3.3 Evaluation Experiment

Figure 6.8 compares the absolute WER improvements for the 50k training
set on the development and evaluation data. The data shows that the
relationship between between the word-based models and the best linear
combination of the class model with the KN smoothed word-based model
is the same for the development and the evaluation data. The same is
true for the relationship between the models containing a RNN component.
However, the second group seems to perform on the evaluation data than
on the development data. This seems to be cause by the RNN model.

mKN KN cX_best+KN RNN RNN+KN RNN+cX_best+KN

eval 0.71% 0.96% 1.28% 1.54% 1.84% 2.10%

dev 0.47% 0.69% 1.19% 0.39% 1.13% 1.33%
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Figure 6.8: Absolute WER improvement on the development and evaluation
data for the 50k training set

The same observations as made in Figure 6.8 can be made in Figure 6.9
showing the relative WER improvement for the 50k training set on the
development and evaluation data.

6.4 Analysis of the Results
Significance testing of the results of the oracle experiments, the rescoring
experiments for varying training data size on the development set and of the
results produced by the rescoring experiments on the evaluation set using
the 50k training set is performed in this section.
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mKN KN cX_best+KN RNN RNN+KN RNN+cX_best+KN

eval 5.04% 6.81% 9.05% 10.89% 12.97% 14.81%

dev 4.19% 6.13% 10.52% 3.47% 10.01% 11.75%
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Figure 6.9: Relative WER improvement on the development and evaluation
data for the 50k training set

Since two proportions p1 and p2 corresponding to the produced WERs are
compared, the z-test is used to test statistical significance of the results.
The null and alternative hypothesis pairs are of the form

H0 : p1 − p2 ≤ 0

H1 : p1 − p2 > 0
(6.1)

to test whether p2 is statistically significantly smaller than p1. The com-
puted z-score has to be greater than 1.644853 to be able to reject Ho at a
significance level of α = 0.05 for the one-tailed test shown in Equation 6.1.

The results of the z-test presented in Table 6.8 show that the WER of the
oracle on 1000-best lists is statistically significantly lower than the baseline
produced by the speech recogniser across all training set sizes.

Moreover, the results show that rescoring 1000-best lists with the mKN
smoothed and KN smoothed word-based 3-gram language models does not
produce statistically significant improvement for most of the training set
sizes. The mKN model does not produce any statistical significant improve-
ment as would have been expected since it was used to create the 1000-best
lists. The KN model only produces statistically significant improvement for
the 2k and 20k training set when applied to the development data and for
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Null hypothesis z-Score
p1 p2 Tails 1k 2k 10k 20k 50k 100k 200k 500k 795k eval
1-best Oracle 1 15.2 15.4 15.2 15.6 15.6 14.7 14.5 14.9 14.7 —
1-best mKN 1 0.34 0.46 0.68 0.67 0.99 0.88 0.62 0.68 1.21 1.38
1-best KN 1 0.86 1.69 1.61 1.67 1.46 1.30 1.29 1.20 1.43 1.86
1-best cX+KN 1 1.01 2.02 1.80 1.99 2.53 1.80 1.71 1.61 1.46 2.49
1-best RNN 1 0.34 1.65 1.43 0.85 0.82 2.04 1.40 1.61 -7.70 3.01
1-best RNN+KN 1 1.13 2.71 2.24 1.99 2.40 2.91 2.41 1.99 1.73 3.60
1-best RNN+(cX+KN) 1 1.26 3.07 2.50 2.54 2.83 3.43 2.81 2.53 1.70 4.13
mKN KN 1 0.52 0.69 0.93 1.00 0.47 0.42 0.66 0.52 0.21 0.49
KN cX+KN 1 0.15 0.33 0.20 0.32 1.07 0.50 0.42 0.41 0.03 0.63
KN RNN 1 -0.52 -0.04 -0.17 -0.82 -0.64 0.74 0.11 0.41 -9.10 1.15
KN RNN+KN 1 0.27 1.02 0.63 0.32 0.95 1.61 1.13 0.79 0.30 1.74
KN RNN+(cX+KN) 1 0.41 1.39 0.90 0.87 1.38 2.13 1.53 1.33 0.27 2.27

Table 6.8: z-scores for the tested hypotheses (statistical significant results
highlighed)

the 50k training set when applied to the evaluation data which most likely
are due to the noisiness of the WER metric.

Results similar to the KN model are shown for the RNN based models. The
overall trend is that the improvements over the baseline produced by the
speech recogniser are not statistically significant. The RNN based model
shows significant improvement over the speech recogniser baseline only for
the 2k and 200k training set as well as the 50k training set when used for
evaluation.

Furthermore, the results for the models created by linearly interpolating a
class-based 3-gram model with the KN smoothed word-based 3-gram model,
a RNN based model with the same word-based model and interpolating all
three of these models show mostly statistically significant improvement over
the baseline produced by the speech recogniser. The only exception is the
1k training set for which all 3 combinations do not statistically significant
improvement and the 500k and 795k training set for the combination of
the class and word-based model. This is most like due to the high out
of vocabulary rate (OOV) rate of 14.34% for the 1k training set on the
development data and that the class number is most likely not optimal for
the 500k and 795k training set as mentioned above.

Finally, no statistical significant improvements of the advanced techniques
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can be reported when compared to the rescoring results of the KN model.
However, a trend in the z-scores can be observed that for all training set
sizes the order from the lowest to highest z-score is mKN, KN, cX+KN,
RNN+KN, RNN+(cX+KN). Only the RNN model has no clear place in
this ranking.



Chapter 7

Discussion

The research question asked in this study is

”Can advanced language modelling techniques particularly RNN
and class-based language models and their combinations in-
crease the speech recognition accuracy when trained on only
limited amounts of training data consisting of German med-
ical reports particularly from radiology when compared to the
standard word-based language model?” .

The results presented and analysed in chapter 6 show that the research
question can be partially answered with yes. While the isolated usage of
the advanced modelling techniques shows no improvement over the stand-
ard word-based 3-gram language model with mKN smoothing used in the
speech recogniser, the evaluated linear combinations of the advanced tech-
niques produce statistically significant improvement over the speech recog-
niser baseline when used to rescore 1000-best lists for the 2k and larger
training sets. It can be expected that the techniques could perform even
better when they are directly used in the speech recogniser.

While some of the presented findings agree with the results presented in
the reviewed literature, others do not. The findings that class-based lan-
guage models on their own do not perform better than word-based language
models (Brown et al. 1992; S. Martin, Liermann and Ney 1998) but when
interpolated with a word-based language model outperform it (S. Martin,
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Liermann and Ney 1998) are backed up by the results of this study. Fur-
thermore, the idea to jointly evaluate language models to achieve better
performance proposed by J. T. Goodman (2001) could be applied success-
fully.

However, the trend that the improvement, advanced language modelling
techniques provide, decreases with more training data (J. T. Goodman
2001) with exception of RNN language models for which the improvement
they provide should increase with more training data cannot be backed up
by the results of this study. The results shown in Figure 6.7, suggest that
the improvement achieved by the KN smoothed word-based model and its
interpolation with the class-based model stays constant for training set sizes
greater than 10k and 20k respectively. When combined with the observa-
tion that mKN smoothing seems to increase in efficiency with increasing
training data size, it is most likely that with bigger data sets we could
observe the decrease in performance described by J. T. Goodman (2001).
In addition, this most likely also explains why mKN smoothing does not
outperform KN smoothing as suggested by Chen and J. Goodman (1999).
Based on the trends observable in the results produced in this study, it is
most likely that with greater training data sets mKN smoothing is better
than KN smoothing.

Hnatkowska and Sas (2008) performed a similar speech recognition exper-
iment in the medical domain. However, the language was Polish and the
used speech recogniser HTK and not Kalid. They achieved a WER of 16%.
We achieve a similar performance with the 10k training data set which is
about the size of 500 of the medical reports as shown in Table 7.1.
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Training set Reports OOV rate WER1-best WERRNN+cX+KN

1k 50 14.34% 28.91% 28.05%
2k 100 9.96% 23.82% 21.86%
10k 500 4.31% 15.17% 13.83%
20k 1000 2.95% 13.52% 12.23%
50k 2500 1.68% 11.29% 9.96%
100k 5000 1.22% 9.72% 8.23%
200k 10000 0.76% 8.67% 7.51%
500k 25000 0.53% 7.86% 6.86%
795k 40000 0.32% 7.31% 6.65%

Table 7.1: Absolute WER results for different training data sizes



Chapter 8

Conclusions and Future Work

The experiment results proved the thesis that advanced language model-
ling techniques can be effectively used to prototype a language model for
transcribing German medical reports particularly from radiology with small
training data sets. The results show that at least around 500 medical re-
ports should be used to ensure a OOV rate smaller than 4.31% and a WER
of lower than 15%. Then, the advanced language modelling techniques
provided the same improvement as using double the amounts of training
data.

In future work, we would like to compare the results obtained by rescoring
1000-best lists with the results achievable by directly applying the advanced
language modelling techniques in the speech recogniser. Furthermore, we
would like to prove the assumption that larger, more general language model
based on a web corpus can not be used as effectively as small amounts of
in-domain training data to prototype a language model in this domain.
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Acronyms

ASR Automatic Speech Recognition
FFNN Feedforward Neural Network
fMLLR Feature Space Maximum Likelihood Linear Regression
KN Kneser-Ney
LDA Linear Discriminant Analysis
MFCC Mel Frequency Cepstral Coefficients
mKN modified Kneser-Ney
MLLT Maximum Likelihood Linear Transform
NLP Natural Language Processing
OOV out of vocabulary
RNN Recurrent Neural Network
WER word error rate
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Glossary

Context The context is the words in a sequence used to estimate the
next word in the sequence by a language model

Domain The domain of a text is its topic of discourse
History The history is the words in a sequence used to estimate the next

word in the sequence by a language model
In-domain Training data is considered as in-domain when it is from the

same domain as the use case
Token A token is an appearance of a type in a text
Type Types are the different words that can occur in a text
Utterance An utterance is a vocal expression
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